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Bit-Scalable Deep Hashing With Regularized
Similarity Learning for Image Retrieval

and Person Re-Identification
Ruimao Zhang, Liang Lin, Rui Zhang, Wangmeng Zuo, and Lei Zhang

Abstract— Extracting informative image features and learning
effective approximate hashing functions are two crucial steps in
image retrieval. Conventional methods often study these two steps
separately, e.g., learning hash functions from a predefined
hand-crafted feature space. Meanwhile, the bit lengths of output
hashing codes are preset in the most previous methods, neglecting
the significance level of different bits and restricting their prac-
tical flexibility. To address these issues, we propose a supervised
learning framework to generate compact and bit-scalable hashing
codes directly from raw images. We pose hashing learning as
a problem of regularized similarity learning. In particular, we
organize the training images into a batch of triplet samples,
each sample containing two images with the same label and one
with a different label. With these triplet samples, we maximize
the margin between the matched pairs and the mismatched
pairs in the Hamming space. In addition, a regularization term
is introduced to enforce the adjacency consistency, i.e., images
of similar appearances should have similar codes. The deep
convolutional neural network is utilized to train the model in
an end-to-end fashion, where discriminative image features and
hash functions are simultaneously optimized. Furthermore, each
bit of our hashing codes is unequally weighted, so that we can
manipulate the code lengths by truncating the insignificant bits.
Our framework outperforms state-of-the-arts on public bench-
marks of similar image search and also achieves promising results
in the application of person re-identification in surveillance. It is
also shown that the generated bit-scalable hashing codes well
preserve the discriminative powers with shorter code lengths.

Index Terms— Image retrieval, hashing learning, similarity
comparison, deep model, person re-identification.
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Fig. 1. Illustration of the triplet-based regularized similarity learning.
A batch of triplet samples (represented by the solid eclipses) are organized.
Each triplet contains three images (represented by dots with different shapes)
with only two of them having the same label. The margin between the matched
pairs and the mismatched pairs are maximized in the Hamming space, while
regularization (indicated by the gray dashed circle) is incorporated to constrain
the images of similar appearances to have similar hashing codes.

A novel supervised Bit-Scalable Deep Hashing
framework1 is proposed in this work to address the
above mentioned issues, and we validate its effectiveness
on the tasks of general image retrieval and person
re-identification across disjoint camera views. The convolu-
tional neural network (CNN) is utilized to build the end-to-end
relation between the raw image data and the binary hashing
codes for fast indexing. Moreover, each bit of these output
hashing codes is weighted according to their significance
so that we can manipulate the code lengths by truncating
the insignificant bits. The hashing codes of arbitrary lengths
(less than the original codes) can then be easily obtained
without extra computation. In the following, we overview
the main components of our framework and summarize the
advantages.

(I). We present a novel formulation of relative similarity
comparison based on the triplet-based model. As discussed
in [2], [10], and [16], the triplet-like samples can well capture
the intra-class and inter-class variations in the ranking opti-
mization. In hashing learning, however, the images of similar
appearances are also expected to have close hashing codes in
the Hamming space. Therefore, we extend the triplet-based
relative comparison by incorporating a regularization term,
partially motivated by the recently proposed Laplacian Sparse
Coding [17]. Fig. 1 illustrates our formulation. Specifically,
we organize training images into a large number of triplet
samples, and each sample contains three images with only
two of them having the same label. Then, for each triplet
sample, we formulate the hashing learning as a joint task of
maximizing the relative distance between the matched pair and
the mismatched pair, while preserving the adjacency relation
of images in the Hamming space.

(II). We adopt the deep CNN architecture to extract the
discriminative features from the input images, where the
convolutional layers, max-pooling operators, and one full
connection layer are stacked up. Over the features generated
by previous layers, we impose one fully-connected layer and
one tanh-like layer to output the binary hashing codes. On the
top of our model, an element-wise layer is designed to weigh

1Source code available at: http://vision.sysu.edu.cn/projects/DeepHashing/

each bin of the hashing codes for bit-scalable hashing. In our
deep model, the hash function learning and the feature learning
are jointly optimized via backward propagation. Moreover, the
generated bit-scalable hash codes are able to well preserve the
matching accuracy with varying code lengths.

(III). To cope with the large amount of stored images, we
implement our learning algorithm in a batch-process fashion.
In each round of learning, we first organize the triplet
samples from a randomly selected subset (i.e., 150 � 200)
of the training images, and then utilize the stochastic gradient
descent (SGD) method for parameter learning. Since one
image can be included in several triplet samples, we calculate
the partial derivative on images instead of on triplet samples.
The computational cost is thus much reduced and it is linear
to the selected subset of images.

This paper makes three main contributions to image
retrieval. i) First, it unifies feature learning and hash function
learning via deep neural networks, and the proposed
bit-scalable hashing learning can effectively improves the
flexibility of image retrieval. ii) Second, it presents a novel
formulation (i.e., the regularized triplet-based comparison)
for hashing learning, and it is general to be extended to
other similar tasks. iii) Third, our extensive experiments on
standard benchmarks demonstrate that the learned hashing
codes well preserve the instance-level similarity and outper-
forms state-of-the-art hashing learning approaches. Moreover,
we successfully apply our hashing method to the applica-
tion of person re-identification in surveillance. This task,
aiming at retrieving the same individual across several non-
overlapped cameras, has received increasingly attention in
computer vision research.

The rest of the paper is organized as follows. Section II
presents a brief review of related work. Section III
introduces our hashing learning framework, followed by a dis-
cussion of learning algorithm in Section IV. The experimental
results, comparisons and component analysis are presented
in Section V. Section VI concludes the paper.

II. RELATED WORK

Recently, hashing is becoming an important technique
for fast approximate similarity search. Generally speaking,
hashing methods can be categorized into two classes:
data-independent and data-dependent. Data-independent
methods randomly generate a set of hash functions without
any training, and they usually make the hashing codes
scattered to keep the matching accuracy [18]. Exemplars
include Locality Sensitive Hashing [19] and its variants [20],
and the Min-Hash algorithms [21].

On the other hand, data-dependent hashing methods focus
on how to learn compact hashing codes from the training data.
These learning-based approaches usually comprise two stages:
i) projecting the high dimensional features onto the lower
dimensional space, and ii) quantizing the generated real-valued
representations into binary codes. Specifically, unsupervised
methods learn the hash functions using unlabeled data, which
seek to propagate neighborhood relation of samples from a
certain metric space into the Hamming space [13], [22]–[25].
For example, Spectral Hashing [13] constructs the global graph
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Fig. 2. The bit-scalable deep hashing learning framework. The bottom panel shows the deep architecture of neural network that produces the hashing code
with the weight matrix by taking raw images as inputs. The training stage is illustrated in the left up panel, where we train the network with triplet-based
similarity learning. An example of hashing retrieval is presented in the right up panel, where the similarity is measured by the Hamming affinity.

with L2 distance and optimizes the graph Laplacian cost
function in the Hamming space. Locally Linear Hash [25]
pursues the structures of manifolds in the Hamming space
and optimizes such structures by locality-sensitive sparse
coding. For the semi-supervised [26], [27] and supervised
methods [5], [7], [12], [28], [29], richer similarity informa-
tion of training samples (e.g., pairwise similarity or relative
distance comparison [29]) is exploited to improve the hashing
learning. For example, Wang et al. [27] proposed a semi-
supervised hashing framework, which minimizes the empirical
error on the labeled data while maximizing the variance over
labeled and unlabeled data simultaneously. Norouzi et al.
introduced the Minimal Loss Hashing [12] based on structured
prediction with latent variables and a hinge-like loss function.
Following [12], Huang et al. proposed the Online Hashing [28]
to update the hash function incrementally. Column Generation
Hashing [5] aims to learn hash function based on proximity
comparison information and preserve the data relationship
based on large-margin principle. In [29], Norouzi et al. also
employed triplet-based model with loss-augmented inference
and showed very good results in image retrieval and
classification. However, in each iteration, the time cost of such
structured prediction method heavily depends on the scale of
data and the length of hash code. Liu et al. proposed the
Kernel-based Supervised Hashing [7], in which the non-linear
kernel was utilized with triplet-based hash function learning.

Rather than using hand-crafted representations [30],
extracting features and capturing contextual relations with
deep learning techniques have shown great potential in var-
ious vision recognition tasks such as image classification
and object detection [31]–[35]. Very recently, Wu et al. [2]
proposed a learning-to-rank framework based on multi-scale

neural networks, and showed promising performance on
capturing fine-grained image similarity. Pre-training on the
large-scale image classification database (i.e., ImageNet [31])
was used in this model. Another related work was proposed
by Xia et al. [36], which utilizes CNN for supervised hashing
learning. They first produced the hashing codes of images by
decomposing the pairwise similarity matrix, and then learned
the mapping functions from images to the codes. This method,
however, may fail to deal with large-scale data due to the
matrix decomposition operation. Our approach proposed in
this paper advances the above methods in the novel regu-
larized triplet-based formulation and the bit-scalable hashing
generation.

III. BIT-SCALABLE DEEP HASHING FRAMEWORK

The objective of hashing learning is to seek the mapping
function h(x) that projects p-dimensional real valued feature
vector x � R p onto q-dimensional binary hash code
h � {Š 1, 1}q , while preserving semantic consistency of each
pair. In this section we introduce our bit-scalabe deep hashing
framework, which is illustrated in Fig. 2. Instead of learning
hash function on hand-crafted feature space, we integrate
image feature learning and hashing learning into a nonlinear
transformation function �( ·) taking the raw image as input.
In addition, we introduce a weight vector w = [ w1, . . . , wq ]T

to weigh each bit of the output hash codes, which represents
the significance of each bit in measuring similarity. In our
framework, a deep architecture of CNNs is developed to jointly
learn �( ·) and w.

We express the nonlinear hash function as a parametric
form:

h = sign(�( I )) (1)
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where sign(·) denotes the element wise sign function, I is a
raw image. Different from our model, many state-of-the-art
methods are designed to learn a hash function sign( AT x)
of linear projection AT x , where x is a hand-crafted feature
representation. With the weight w, we employ the weighted
Hamming affinity [14] to measure the dissimilarity between
two hashing codes, which is expressed as a linear combination
of the agreement between the two codes:

H(h(x j ), h(xk)) = h(x j )�wh(xk) = Š
�

i

w2
i hi (x j )hi (xk)

(2)

where �w is the diagonal matrix whose diagonal value is
represented as �w(i, i ) = w2

i .
The weighted hash code brings several distinctive advan-

tages in hash learning. (i) Instead of treating each bit equally,
we can produce more effective hashing code by assigning
different weights to different bits. (ii) By truncating the
insignificant bins corresponding to small weights, we can
flexibly manipulate the code lengths for different scenarios
(e.g., adapting to computational resources). (iii) The weighted
Hamming distance can be naturally degenerated into the
conventional version.

A. Formulation

We organize the training images into triplet samples, and
pose the hashing learning problem as a problem of regularized
similarity learning. Each triplet contains three images with
only two of them having the same label and the other one
having a different label. We define a Max-Margin term embed-
ded in the Hamming space to maximize the margin between
the matched pairs and the mismatched pairs, which is similar
to the fine-grained image similarity model in [2]. Intuitively,
this term guarantees the learned hashing codes to preserve
the ranking orders of images according to the annotated
semantics.

Let D = { ( Ii , I +
i , I Š

i )}N
i= 1 be a set of triplet units, in which

Ii and I +
i are two images having the same label, Ii and I Š

i are
two mismatched images, and N is the total number of training
triplets. Let � denote the parameters of hashing functions and
h( Ii ) � {Š 1, 1}q denote the q bits hashing code of image Ii .
For simplicity, we use hi to replace h( Ii ), and use h+

i and hŠ
i

to denote h( I +
i ) and h( I Š

i ), respectively. With the triplet-based
samples, the loss function of the Max-Margin term can be
written as:

min
�

i,i+ ,iŠ

� w(hi , h+
i , hŠ

i ) (3)

where � w(·, ·, ·) is the max-margin loss defined for one triplet.
We require that the weighted Hamming affinity should satisfy
the following constraint:

H(hi , h+
i ) < H(hi , hŠ

i ) (4)

Then, we have the following hinge-like loss function:

�

i,i+ ,iŠ

� w(hi , h+
i , hŠ

i ) =
N�

i= 1

max{Gw(hi , h+
i , hŠ

i ), C} (5)

where G(hi , h+
i , hŠ

i ) = H(hi , h+
i ) Š H(hi , hŠ

i ), and H(·, ·)
is defined in Eq. (2). The max operator and constant C are
introduced to enhance the robustness again outliers, as defined
in SVMs. We set C = Š q/ 2 throughout the experiments.

In addition to preserving the image ranking, we also encour-
age the adjacency relation of images in the original appearance
space to be stressed with the learned hashing codes. Thus, we
define the following regularization term:

�

i, j

� w(hi , h j ) =
1

2

�

i j

H(hi , h j )Si j (6)

where Si j represents the similarity between an image pair
( Ii , I j ) over the training set. As introduced in [17], Si j is
large when two images are similar and small when they
are dissimilar. The way of specifying Si j will be discussed
in Sec. V. Following [17], we define the diagonal degree
matrix U with Uii =

�
j Si j . The Laplacian matrix [37] can

then be defined as L = U Š S [17], and we can rewrite the
regularization term Eq. (6) into the following form:

�

i, j

� w(hi , h j ) =
1

2
tr(H L H T ) (7)

where H = [ h1�w
1
2 , h2�w

1
2 , ..., hM �w

1
2 ] and M is the total

number of images utilized to generate D, and tr(·) denotes
the trace operator.

By combining Eq.(5) and Eq.(7), we have the following
regularized triplet-based comparison model:

min
w,�

N�

t= 1

max{Gw(hi , h+
i , hŠ

i ), C} + � tr(H L H T ) (8)

Since the hash codes are binary, the above objective is
discontinuous and nondifferentiable and thus is difficult to
be optimized via gradient descent. To address this problem,
we propose a tanh-like approximation o(v) of the sign
function:

o(v) =
1 Š eŠ�v

1 + eŠ�v (9)

where � is a tuning parameter to control the smoothness. When
� = 2, Eq. (9) is a standard hyperbolic tangent function. When
� is very large, the activation function in Eq. (9) approximates
to a sign function. In this paper, � is increasing from 2 to 1000
in the iterations of learning. In the test stage, the sign function
is adopted as the activation function to obtain the discrete hash
code.

With o(v), the hash code hi can be approximated
by ri � [Š 1, 1]q:

r = o(�( I )) (10)

We further define Dw(ri , r+
i , rŠ

i ) to approximate
Gw(hi , h+

i , hŠ
i ) as follows

Dw(ri , r+
i , rŠ

i ) = M (ri , r+
i ) Š M (ri , rŠ

i ) (11)

where M (·, ·) is the weighted Euclidean distance between the
approximated hash codes:

M (ri , r j ) = � ri �w
1
2 Š r j �w

1
2 � 2

2 (12)
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Finally, the continuous approximation of the regularized
triplet-based learning model is written as:

min
w,�

N�

i= 1

max{Dw(ri , r+
i , rŠ

i ), C} + � tr(RL RT ) (13)

where R = [ r1�w
1
2 , r2�w

1
2 , ..., rM �w

1
2 ].

An obvious advantage of binary hashing is that bit-wise
XOR or lookup table can be adopted to measure the dis-
tances between hash codes. Even the proposed weighted hash
makes it impossible to use this efficient searching strategy, we
develop a lookup table (LUT) based approach to rapidly return
the weighted affinity between hash codes. For simplicity,
let l denotes the length of hash code. We can set up a lookup
table with the length 2l , which equals to the total number of
candidate XOR results between two hash codes. Because the
hash weights are pre-trained and fixed in the searching stage,
the weighted hamming affinity of each XOR result can be
calculated in advance and stored in the lookup table as the
item. In this way, the ranking list can be efficiently returned
by the table lookup search. Although this method provides a
feasible solution for the efficient searching, the storage of the
table is exploding as l becomes large. A reasonable strategy
to handle this point is to split the hash code into different
parts with equal length (set as 8 in this paper). Each part
is associated with a special sub-table with fixed length. The
output of each sub-table is the weighted similarity value of the
corresponding part. The overall hash affinity can be calculated
by accumulating the weighted similarity values from all parts,
and then the final ranking list is generated based on the overall
hash affinity.

B. Deep Architecture
In order to incorporate the feature representation

learning and binary hash code learning into an end-to-end
learning framework, we introduce the deep CNN into our
hash learning process. Fig. 2 shows the overall network
architecture, which consists of ten layers. The first six layers
form the convolution-pooling network with rectified linear
activation and average pooling operation. We use 32, 64,
and 128 filters with size 5 × 5 in the first, second and
third convolutional layers and the stride is 2 pixels in every
convolution layer. The stride for pooling is 1 and we set the
pooling operator size as 2 × 2. The last four layers include
two standard fully connected layers, a tangent like layer to
output hash codes, and an element-wise connected layer to
weigh each bit of hash code. The number of units is 512 in
the first fully-connected layer and the output of the second
fully-connected layer equals to the length of hash code. The
activation function of the second fully-connected layer is
the tanh-like function defined in Eq. (9), and rectified linear
activation function is adopted for the other layers.

IV. LEARNING ALGORITHM

In this section, we present how to optimize the network
parameters given a set of training images and a fixed number
of triplets. The implementation details about generating triplets
from labeled images and training the network with batch mode
are also presented at the end of this section.

A. Joint Optimization

Let’s first consider the learning algorithm with the loss
function defined in Eq.(13). The parameter optimization of
varied length hashing learning is the same. For simplicity, we
consider the parameters in the network as a whole and define
� = [ �, w]. Thus, the loss function can be expressed as:

L(� ) =
N�

i= 1

max{Dw(ri , r+
i , rŠ

i ), C} + � tr(RL RT ) (14)

In order to employ back propagation algorithm to optimize
the network parameters, we compute the partial derivative of
the objective function:

	 L
	� k

=
N�

i= 1

dw(ri , r+
i , rŠ

i ) + �
M�

j= 1

fw(r j ) (15)

By the definition of Dw(ri , r+
i , rŠ

i ) in Eq.(13), we obtain the
gradient as follows:

dw(ri , r+
i , rŠ

i ) =

�
	 Dw(ri ,r

+
i ,rŠ

i )
	� k

, if Dw(ri , r+
i , rŠ

i ) > C

0, if Dw(ri , r+
i , rŠ

i ) � C

(16)

	 Dw(ri , r+
i , rŠ

i )

	 � k
= 2(ri �w

1
2 Š r+

i �w
1
2 )

�
·

	( ri �w
1
2 ) Š 	( r+

i �w
1
2 )

	 � k

Š 2(ri �w
1
2 Š rŠ

i �w
1
2 )

�
·

	( ri �w
1
2 )Š 	( rŠ

i �w
1
2 )

	 � k
(17)

It is clear that the gradient of each triplet can be calculated

by the value of (r j �w
1
2 ) and

	( r j �w
1
2 )

	� k
for a single image. Thus,

the gradient of the first term in Eq.(13) can be obtained by
the forward and backward propagation for each image in the
triplet.

On the other hand, we can rewrite the optimization of the
second term in Eq.(13) with respect to r j as follows:

tr(RL RT ) = (r j �w
1
2 )T (RL j ) + (RL j )T (r j �w

1
2 )

Š (r j �w
1
2 )T Lii (r j �w

1
2 ) (18)

where L j is the j -th column of L. Following [17], we define
the matrix RŠ j as the submatrix formed by removing the
j -th column of matrix R, and define the vector L j,Š j as the
subvector after removing the j -th entry of vector L j . Then
f (r j ) in Eq.(15) can be calculated by

fw(r j ) = (RŠ j L j,Š j + L j j (r j �w
1
2 )) ·

	( r j �w
1
2 )

	 � k
(19)

We can observe that the gradient of the second term in

Eq.(13) can also be computed through (r j �w
1
2 ) and 	( r j �w

1
2 )

	� k
.

Reviewing the discussions above, the overall process of joint
optimization is summarized as follows: (1) calculating (r j �w

1
2 )

for a certain image I j by forward propagation; (2) calculat-

ing 	( r j �w
1
2 )

	� k
by backward propagation; (3) calculating each

	 Dw(r j ,r
+
j ,rŠ

j )
	� k

corresponding to I j by Eq.(17); (4) summing

the gradient 	 L
	� k

according to Eq.(15).
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B. Acceleration

In the above discussed optimization, both the first and
second terms of loss function need to know (r j �w

1
2 ) and

	( r j �w
1
2 )

	� k
to calculate the partial derivative. The only differ-

ence is that the first term needs to compute triplet based
gradient according to Eq.(17), but the second term does not.
Discovering this difference inspires us to look for a more
effective optimization algorithm which depends only on image
based gradient.

We observe that the overall gradient can in fact be obtained
from gradient calculated for each image separately. We first
consider the second term of Eq.(14), whose partial derivative
depends on a single image. In contrast, it is difficult to write
the first term of Eq.(14) directly as the sum of the cost on
images, which takes the following form:

L(� ) =
1

N

N�

i= 1

J ((ri �w
1
2 ), (r+

i �w
1
2 ), (rŠ

i �w
1
2 )) (20)

where N is the total number of triplets. Fortunately, because
the loss function for a specific triplet is defined by the
outputs of the images in this triplet, the total loss can also
be considered as follows:

L(� ) = L ((r1�w
1
2 ), (r2�w

1
2 ), ...(r j �w

1
2 ), .., ( rM �w

1
2 )) (21)

where r j corresponds to the distinct image in some
triplets. M indicates the total number of images adopted
in triplet set D. The derivative rule gives us the following
equation:

	 L
	�

=
N�

i= 1

	 L

	( ri �w
1
2 )

	( ri �w
1
2 )

	 �
(22)

Eq.(22) is very similar to traditional image based partial
derivative. The only variation is the way in which the partial
differential is calculated with respect to the image outputs.
In the traditional image based loss function, this calculation
depends on only one image, whereas in the triplet-based loss
function, it depends on the outputs of all images in the triplets.
Algorithm 1 provides the sketch of our hashing learning
framework and Algorithm 2 presents how to compute the
partial differential with respect to the network output. Such an
image-based gradient calculation method effectively reduces
the computational cost, which is significant for handling large
scale data.

C. Batch Process Implementation

Suppose that the training images are annotated into
K categories and each category contains a number O of
images. We can thus obtain a maximum number K � O �
(OŠ 1)� (K Š 1)� O of triplet samples, which is cubically more
than the source images. Since the number of stored images
possibly reaches to millions in practice, it is hence expected
to avoid loading all the data at once. To this end, we implement
the model training in a batch-process fashion. Specifically,
in each round, only a small set of triplets is produced and
fed to the neural networks. However, randomly producing
triplets is infeasible, as it may lead to the fact that the image

Algorithm 1 Deep Hashing Learning

Algorithm 2 Image Based Partial Derivative

distribution over the triplets is scattered and any two triplets
have very small possibility sharing the same image. This fact
will make the valid training samples very few and further
degenerate the pairwise comparison optimization. To over-
come this issue, we present an efficient yet effective triplet
generation scheme, which involves the following steps in each
iteration. We first randomly choose �K semantic categories,
from which a number �O of images are randomly selected.
Then, for each selected image Ik , we construct a fixed number
of triplets, and in each triplet the image having different label
from Ik is randomly selected from the remaining categories.
In this way, the images distributed over the generated triplet
samples are relatively centralized, so that we can collect
more pairwise label information for learning. Moreover, since
the categories and images are selected randomly for each
iteration, this generation method will produce all possible
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