Registration algorithm based on image matching for
outdoor AR system with fixed viewing position
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Abstract: An image registration method based on the Fourier—Mellin transform is introduced for
an outdoor augmented reality (AR) system. For this type of AR system, the observation position is
fixed, and a complex 3-D registration problem can be reduced to a 2-D image registration for this
fixed viewing position system. An observation globe model for this method is proposed. Under
this supposition, a Fourier—Mellin transform is used in image registration, and the architecture
of this system is illustrated. Experimental results show that this image registration algorithm is
accurate and robust. It is effective for an outdoor AR system with a fixed viewing position.

1 Introduction

Augmented reality (AR) is a new computer technology, which
joints virtual objects with realistic environments. More and
more applications have been found recently by applying this
technique, such as applications in visual medical surgery,
visual computer-aided education, military, industry, entertain-
ment etc. [1—6]. The basic problem in an AR system is how to
perfectly ‘cling’ a virtual computer-generated 3-D graphic
model to a real scene, i.e. a 3-D image registration problem.
It means proper alignment of virtual objects with the real
environment in 3-D space, and the virtual objects must
behave as their real counterparts would do.

Generally, the registration process can be realised in the
following three steps: positioning, rendering, and merg-
ing [7]. Positioning is to locate the observer’s position
and orientation, by which the virtual objects can be affine
transformed and then added to the real scene correctly.
Rendering is to obtain a 2-D projected image from the
3-D model, which is the real image of the 3-D model seen
by the observer. Merging is an image processing procedure
to merge the virtual objects with the real environments in
order to make it look like a real part of the scene. As
virtual objects can be added in a real scene, this technique
is useful in many situations, such as the digital reconstruc-
tion of historic sites, visualised surgery etc.

As indicated above, the key problem of an AR system is
image registration. Recently, there are mainly three kinds of
registration methods being used. First, registration-based on
direction-tracking equipment, such as GPS and gyrometer,
to obtain the 6 degrees of freedom (DOF) of an observer
[8, 9]. Second, registration-based on computer vision
[10—12]. Third, hybrid registration, which combines the
virtue of GPS, gyrometer and computer vision [8, 9, 13,
14]. All these registration methods have their own advan-
tages and shortcomings. For example, registration by GPS
and gyrometer has faster speed but much lower accuracy.
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Many computer vision registration methods used in AR
systems require the placement of markers in the scene
beforehand, which are captured by the calibrated cameras
mounted on the observer’s helmet. And then, the 6DOF
parameters can be worked out from the cameras’ extrinsic
parameters. Such approaches have been applied successfully
in indoor AR systems [15]. However, it is hard to apply them
in outdoor AR systems. First, marker-based approaches are
very sensitive to outdoor lighting [15] and they are not
robust. Secondly, such approaches become feeble when
some of the markers are randomly hidden from view by
pedestrians etc. Finally, and the most importantly, it is not
feasible to place markers in many outdoor applications.

Nowadays, research on markerless registration has
become a hot issue in outdoor AR systems [16—19]. In
order to obtain accurate and robust image registration
results in an outdoor environment, a novel method to be
applied in a fixed-viewing-position outdoor AR system is
proposed in this paper, which is a Fourier—Mellin-based
image registration algorithm. The proposed approach uti-
lises the overall vision information in the scene, and thus
can obtain stable registration results. Though the proposed
method requires the support of a reference image database,
which is a set of prestored reference images of the surround-
ing scene with the different orientations of the camera,
it can achieve more accurate and robust registration
results and avoid the accumulation of tracking errors.
Experimental results show the correctness of theoretical
analysis and the feasibility of its application in an outdoor
AR system.

2 Principle

2.1 Projection model in a fixed-viewing-position
outdoor AR system

Image registration in an outdoor AR system is a difficult
problem. However, for an AR system with fixed-viewing-
position as described in Section 3 of this paper, it can be
simplified significantly by reducing a 3-D image regis-
tration problem to a 2-D problem.

A pin-hole model can be used to approximate the projec-
tion of a camera. Figure 1 shows the pin-hole model of a
camera.
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Fig. 1 Pin-hole camera model

In an AR system, the optical centre of the camera is fixed,
and the 3-D objects are projected onto the 2-D image plane
of the camera. This optical system can be described as an
observation globe, which is illustrated in Fig. 2. Its centre
is the camera’s optical centre; its radius is the normalised
focal length of the camera; 6 is the camera’s field angle.
Objects in the scene are projected onto the globe and
string AB denotes a projected image of the current scene.
When the camera is yawing and pitching, its orientation
changes accordingly. A new 2-D image A'B’ will be
obtained from the observation globe.

For a camera mounted on a revolving table, when the
change of yawing and pitching angle is not significant,
such motion can be approximated as the horizontal and ver-
tical translation of the captured 2-D image, its skew angle to
a rotation angle of the image, and its zooming to the scale.
Then, a registration problem on a fixed-viewing-position
AR system is equivalent to a 2-D image registration with
translation, rotation, and scale changes between the
captured and the reference images.

2.2 Principle of Fourier—Mellin transform based
2-D image registration algorithm

In a 2-D image registration, translation, rotation and scale
are the most common factors and automatic registration
can be performed by using a phase correlation technique.

Fig. 2 Observation globe model
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2.2.1 Phase correlation technique for detection of
translation: Let f; and f, denote two images that differ
only by a displacement (xg, yo), where f,. is a reference
image and f; is an input one to be registered, i.e.

Js@, p) = fr(x = X0,y = o) (1

Fg, F, are the corresponding Fourier transforms with the
following Fourier shift theorem

Fy(u, v) = e 2ot gy v) 2
The cross-spectrum of F; and F, is defined as

_ R v)Fiwv) _

— s\ T e T S 2(uxo+vyo) 3
|Fs(u, v)F.(u, v)| ¢ 3)

where F* is the complex conjugate of F. By taking the
inverse Fourier transform of R, an impulse function, as
shown in (4), will be obtained

FI(R) = 8(x — x0,y = ¥0) “4)

By detecting the peak of 6(x — xo, ¥ — yy), the translation
parameters (x, Vo) can be acquired.

2.2.2 Phase correlation technique for detection of
translation and rotation [20]: If fi(x, y) is a rotated
replica of f,(x, y) with rotation 6, and translation (xq, yo),
then

fs(x,¥) = fr(xcos 6y — ysin 6y — xg, x sin By + y cos By — yo)
©)

According to the property of a Fourier transformation,
the Fourier transforms F,; and F, have the following
relationships:

Fy(u,v) = e /2muxo+vyo)

X F(ucos 6y — vsin 0y, usin 6y + vcos 6y) (6)
|Fs(u, v)| = |F,(ucos 8y — vsin 8y, usin 6y + vcos 6y)| (7)

This means |F| is also a rotated replica of |F,| with rotation
0, and without translation. The rotation can be obtained by
representing the |F| and |F,| with polar coordinates as
shown in (8)

|Fs(p, 0)] = |F,(p, 6 — o)l ®)

Then angle 6, can be obtained by using phase correlation.

2.2.3 Fourier—Mellin transform and detection of
scale, rotation, and translation (R, S, T): If f; is a
replica of f, with scale k, rotation 6y, and translation
()C(), yO)» then»

JsCx, y) = filk(x cos 6y — y sin 6o)
— X0, k(x sin 00 + ycos 00) — y()] (9)
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Fig. 3 Flow chart of Fourier—Mellin-based image registration algorithm

The Fourier transforms F; and F, are related as

1
Filu, v) = £y e /006

(u cos Oy — vsin Oy wusin Oy + v cos 00>
x F,

k ’ k
(10)
1 ucos 6y — vsin 6y usin 6y + vcos 6y
|F5(u,v)|:pFr< I s i )‘
(11)

Let G, and G, denote the magnitude spectra, i.e.

Gy(u,v) = %G, <u cos b — vsin 6y usin 6 +vcos 90)

k ' k
(12)

Let H, and H, denote the transforms of G, and G, converted
from Cartesian coordinates to polar coordinates, i.e.

p= @2+ (13)
6 = tan"'(u/v)
Hip, 0 = 15 Hyp/k. 0+ ) (14)

After introducing a log transform for p in the polar
coordinates, which is derived from the Mellin transform,
the scale factor k can be resolved by the phase correlation
technique in the log-polar coordinate

r=1logp
{¢:9 (15)

Let O, and O, denote the corresponding transform of H; and
H, in the log-polar coordinate,

Os(r. ¢) = Ox(r — logk, ¢ + bo) (16)

Then log £ and 6, can be obtained by using the phase
correlation technique.

Taking the Fourier transform of a log-polar map is equival-
ent to the computing of the Fourier—Mellin transform [21, 22]

00 2
Fu(ky, k) = J J (€ cos @, " sin @)’ gy d

0
17)

—00
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Fig. 4 Architecture of the fixed-viewing-position outdoor AR
system
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Fig.5 Working flow chart of the fixed-viewing-position AR
system

The modulus of the Fourier—Mellin transform is rotation
and scale invariant.

After obtaining rotation 6, and scale &, a new replica f3
can be created which is affined from f; according to these
two factors. The new image f; is the same as f, except for
translation. Then, by using a phase correlation technique
again, translation (xg, o) can be obtained, which means
all parameters of R, S, T have been obtained and a 2-D
image registration has been performed.

The working flow chart of the image registration algor-
ithm based on the Fourier—Mellin transform is illustrated
in Fig. 3.

3 Architecture of outdoor AR system

Our fixed-viewing-position outdoor AR system is composed
of the following parts as shown in Fig. 4: revolving table,
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Fig. 6 Experimental images

a, b, ¢ Reference images prestored in database
d Acquired image of the real scene
e Final augmented image

CCD, reference image and virtual objects database, compu-
ter workstation, LCD and viewing optics.

The CCD camera is mounted on a revolving table, which
can perform the function of panning, tilting and zooming.

60

The real scene image captured by the camera is sent to
the workstation, where it is compared with the reference
images in the database. A magnetic compass is used in
this system to provide a rough observation direction to
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reduce the searching scope in the reference images data-
base. With the Fourier—Mellin transform algorithm, the
accurate orientation of the camera can be obtained. As the
position of the camera is fixed, the 6DOF of the camera
can then be obtained. The virtual objects stored in the com-
puter can be affine transformed and added to the current
scene. After the process of rendering and merging, the aug-
mented image is displayed on the LCD and can be viewed
through an eyepiece.

The working flow chart of the proposed fixed-position
outdoor AR system is shown in Fig. 5. The whole
working procedure is described as follows:

(1) Preparation

(a) Establish the computer generated 3-D models;

(b) Build up the reference image database, which can be
realised by capturing images at different angles when revol-
ving the camera and recording their orientation information.

(2) Combine virtual objects with the real scene

(a) A piece of current scene image is captured when a user
is revolving the camera;

(b) The captured image is compared with the reference
images, and the closest image is found as the reference
image to be used. Then the accurate orientation of
the camera with respect to the reference image can be
obtained by using the Fourier—Mellin transform;

(¢) The virtual 3-D images are transformed and rendered
according to the 6DOF information of the camera,
which are then combined with the captured image of the
scene.

(3) Display

The combined images are sent to the two pieces of LCDs,
which could be seen by an observer through a binocular
eyepiece.

4 Experiments

The system proposed in this paper is part of a project for
the digital reconstruction of Yuanmingyuan Garden, a
magnificent ancient Chinese royal garden set up during
the Qing Dynasty, which had been completely destroyed
mainly in the 1860s; what is left there are only
the huge stone columns that were part of the ancient
palaces.

After the reference image database has been established
for our AR system by panning and rotating the camera,
the system captures the current scene, acquires the regis-
tration data, transforms the virtual archaic architectures
perspectively, and then adds them to the real scene
image.

Experimental images are shown in Fig. 6. Figures 6a, 6b,
and 6¢ are reference images prestored in our database. The
resolution of the reference images is 256 x 256. Figure 6d
is one of the acquired images of the scene, which is going to
be registered. This image is obtained when the camera is
panned and rotated randomly and the environment lighting
condition changed. In the meantime, a visitor intrudes in the
scene. According to the rough observation direction
provided by magnetic compass, Fig. 6b is considered as
the reference image corresponding with the real scene in
Fig. 6d. Then, the proposed algorithm is applied to
Figs. 6b and 6d, and the result of registration is shown in
Table 1. Finally, the virtual image is merged with the
captured scene accordingly, which is shown in Fig. 6e.
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Table 1: Result of registration

Rotation Translation Translation Scale
(degree) (Ax) (Ay) (times)
5.625 26.000 6.000 0.843

5 Conclusions

In this paper, an image registration approach based on the
Fourier—Mellin transform for a fixed-viewing-position AR
system has been proposed. As the optical centre is fixed,
the difficult 3-D image registration problem can be simpli-
fied to a 2-D image registration problem. An observation
globe model is introduced for the fixed-viewing-position
AR system and under such supposition, the Fourier—
Mellin transform can be used to realise image registration.
As the overall information of the image is used, when
there are intrusive objects in the captured scene during
the process of registration, the registration result is also
correct as long as the percentage of the area occupied
by the intrusive object is not significant in the whole
image, which means that it is insensitive to the obtrusive
objects and the performance of registration is robust to
some extent.

However, because of the complexity of the Fourier—
Mellin transform, the algorithm cannot be performed in
real time on a computer. The period of time for registration
on images with resolution 256 x 256 is about 3 seconds on
our workstation. The proposed system is still in the exper-
imental phase and efforts are being undertaken to realise
the proposed algorithm by DSP and FPGA in order to
perform the system in real time.
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